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---Introduction to the panel--
[Nan Guan]

The topicof panel discussiois RTOS for autonomas machines

Autonomous Machines

Park Assist

credits to Shubham Rajpara
https://justtotaltech.com/self-driving-car-companies/

Ultra Sound

Just &ew words of that backgroundirerybody knows and agrees autonomous
machines are very importanand there are many different kinds of autonomous
machineslf we want to extract some common futusethey are really smart machines
which canpercavethe surrounding wadd and have the intelligence to decide and to
reactcorrespondinglyl think, inthe very near futurewe will live withall those
autonomousmachinesn ourlife.

Today,we want to discuss abotihe reattime operating system foautonomous
machines and by redime operating systemd,mean the wide sense. Because when
people usually talk about RTOS, it could bewibsy thin realtime schedulingernel.
Today we are talkg aboutthe real time runtime software infrastructure, including
different layersthe middleware and so an



| am very happy to invitdéive experts in this areaandnow | invite them to introduce
themselves

--- Selfintroduction of the panelists--

Shinpei Kato Andrei Kholodnyi Shaoshan Liu Jan Staschulat Rich West
The University of Tokyo Wind River Systems Perceptin Robert Bosch GmbH Boston University
Tier IV, Inc.

[Shinpei Kato]

It hasbeen a while sincedttendedRTASwhich as almostO years agolam still doing
a lot of r&d in real time systems, buam moreinterested in open source projetbday.
| am really happy to share my experience with fh@blem ofreaktime systemand
scheduling inthe realworld.

[Andrei Kholodnyi]

My name is Andrei Kholodnyiamfrom Wind Rver Systems and we produce relaime
operating systenvxWorks. | am alsamember of theROS2echnical steering
committee and | lead alsROS2ealtime working groupl am deeply involved in real
time operating systems and other technolegsurrounded.

[Shaoshan Liu]

My nameis Shaoshan Liu arfdom Perceptin. Wéocus on autonomous machines, to be
more specific, for intelligent transportatio My personaktandis that the age of
autonomous machines is upon us, but yet we don't have a very clear idea how to build
the software systenandthe hardware system for thessutonomousmachines. | am

really glad to have these panel to discuss the ffietdirections of these fields

[Jan Staschulat]

My name is Jan aridamworking at Bosch in the area of robotics and autonomous
driving.My backgroud is realtime computing and adapting these techniquesR®S2
and developing deterministic execution mechanismsRQ@QS2n microcontrollersMy

main interest is determinism an@aktime systems.

[Rich West]

| amRichard and amactually a chief software architect ffRAKO MOTORSS well as
a professor at Bostoaniversity.l amcurrently developing a system for negeneration
electric vehicles, where we're trying to consolidate all the electronic control unit
functionality of a traditional vehiclento a centralized operating system



--- Research challenge and opportunésfor RTOSor autonomousmachines--
[Nan Guan]

Today, the ultimate goal is we try to identify some research opportunities and
challenges on this topi&ut | understand this maye a very big questigrsoit is difficult

to start. Let's try to start with a little bit of brastormingstyle: people can just try to

give their opinions and all the panelists are welcome to comment on atlépiions

and to discussAlong the way, there will be some specific topics popping up, then we
will catch them andve willgo deeperl invite everybody to say something about what's
the unique research challenge and opportuegtfor RTOSor autonomousmachines.

[Shinpei Kato]

| used to work on scheduling algorithms on Linux kernel implementation, which actually
leds me to start developinghe platform for autonomous vehicleand | made it open
source which today weall Autoware

| startedAutowareusing RS because itvasthe most deployedpen source runtime in
acompositionakystem | realize ttat we didn't really have redime capalilities in ROS,
andits original version also lacks in the capability of real tiheen | had a great
experience in real time systensemmunitywith a lot ofuseful technologies to ensure
safety or security of such autonomous machines, but first oitadlyery difficult to still
employ such useful technologies in real systefos my interest | know that we have so
many useful technologies from this community, so my goal is to employ those pieces of
useful technologies into real systeras much as paible

What | am really interested in todayaggraph analysis in real time aspgloecause

today you can't build your system by yourself, so yauld like to work with other
components RO%r ROSZ2are such platforms that allow you to develop your
components and plug them into other components which could be developed by other
companies or individualdNow the system exactly loglike a directacyclic graph. It ia

pity that a great experience ithis community how to make such gragiased systems

to be real time capable, but todagwven | can't really desigandimplement a real system
with DAGreal time schedulingThere are actually similar problems to rfar other real

time technology

My obsenation is stil, it is quite difficult to employ useful technologies from this
community to implement iractualreal systeml like to knowfrom other people, from
ROS eammunity how you arédentifying your core challenges in real systems in terms of
the technologies that developed from theismmunity.

[Shaoshan Liu]

| have several observatignfor the last few years, when we ship commercial products
autonomous machines and so on.

The first thing is that it seems to have a very deep processing pipgilike previous
computing we have encountereth mobile computingthe computation pipeline is
much shorter For mobile computing you are really running ofogegroundAPP at one



time, as for robotic computing you have to optimize the whole graphich the
previous speaker brought upat it is aDAGgraph and everyode hagdo be optimized

so thatnone of those nodes can become the bottleneatherwise your system is
screwed But on the scheduling sideve don't seem to have things to take care of that.
S howto deal with this challengerhenpeoplebuild their own ad hoc solution,
software and hardwargto make sure their whole system is meeting the deadéing-
to-end.We did that as well. Wéad a micro paper to describe our system whichsuse
FPGAor sensor processingGPUfor the heavy liftingand CPUor planningand control.
But essentiallyjt isanad hoc systemandit isreally hard to transfer to other
autonomous machines.

We step back and try to summarize whatext to that. Tie first thingis that the se
called real time system todairOStselfisa middlewareit pretty much has no
influence onhow weschedule things down therdnas ndheterogeneous computing
support, for example, to bridge twBPGAs very hardand then to use the traditional
scheduling algorithms on a heterogeneous system is very hard.

Sq the result is that we have to perform a lot of manual work to try to construct these
ad hoc solutions to map different computingtordifferent substratesand it takes a

long time, a lot of iterationdMost of the companies today ihis field,we don't have
google's resourceve don't have appl@ resource to dalwith this kind of hassle® if
there were a very good real time system, the whole field atiate much, much faster.

The second problens a more recent problem that we have observedhatall these
machines are connected machines, so we have not only to deal with computation on
machine, we have to deal witbmmunications acrossiachines, ard that kind of

support in software system is missing or not enough today.

To summarizewe need better scheduling support from tiROSevel what we call the
RTOSor robots. But today,ROSs a bit disconnected with the underlying real operating
systemon schedulingSecond weneed much better support for mappingé workload

to heterogeneous hardwaresuch aslomain specifi@architecture,or FPGApr GPU,

while ROSvas built on top ofCPWoday. Autonomous machines, when you try to think
of it, itsabstraction is beautifufor example, you have a function ctadlthe perception,
you can make that a very higével abstraction of softwareBut today we are going into
a lot of detailgo optimize the finegrainedstuff. Butif the software layer caprovide
more or higher levels of abstraction will make programming much easier.

[Andrei Kholodnyi]

As a reatime operating system manufacturer, | would only support what you have said.
In regards of autonomous machinasternet is moving from a human kanetto
machinemachinelnternet where all these reaime compuing probably will move to

the edge or a lot of computgwill move to the edgeWhat would be also interestinig

in terms oftime sensitive networkit would also move fronthis heterogeneas system

real timeinto some kind of distribute real timet is also pretty interesting topgto
addresdor thiscommunity.



Besides that, since #re will bemore and more autonomous machines, | think all these
seltX properties such aseltsensingselfmaintenance and so ofgr the autonomous
machines wouldyet more and morattraction. S, in this regardprobably what would

be alsocavery interesting area for the real time systems is some kind ofogifmization

in terms of real time propertig like better laygrs and determinism and some kind of
selfimprovement scheduling.

This kind of stuff would be also very interesting to see what kind of research can people
bring into these areasAnd if we touchRTOSor ROS2] totally agree with previos

speakers that there is a lack of real timeROS2. As the chiefaltime workinggroup, |

just could admit this, and I thirthere is the effort iIrROSZommunity to work on this.

[Jan Staschulat]

| have two slides to descritseme problems what we shere at Bosch

Comparison of a time- and data-driven system
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This is thevork we areworking in real time working group f&O0S2and it was

presented last year, where the papers also availatieat | want to highlight as a

problem or as a as an experimehat we did, v arelooking at eneto-end latency
whichisvery important in the robotics but also in autonomous driviNgu have sense

plan, act, typical controloops where sensor data comes in, and in this céisedata

driven, so like in ®S2gevery element is executed when the megeas availableAnd

now the endto-end latency from the very beginning to the end has been measured on a
Raspberry PAIl executed on a single cqr@nd we see the entb-end latency is two to
three millisecondskind of.



Experimental Setup
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And now we were interested, vett happens if we add some node on this system, and
we have made this experiment on one covée had the sense plan act loop, and then,
on the other three cees,we just have some additional listeners, so another planner or
something else will just listerotthe messages.

Results
Cause effect chain latency over subscribers

number of subscribers

And we were just interested what happens to teed-to-endlatency of this safety
critical controlloop. And this is the resultOn the X axis, you see the number of
subscriber®n the other ores. O the y axis, you see trend-to-endlatency Yousee



an increase of three orders of magnitudgecause/ou havechanged nothing on your
single corethat these are the only processasnning,and you have just added some
additional workloadbn the othercores. Ad this is what | want taighlight, we're at this
conference, we are looking at real time systems and schedudirtgputting it all
together is a big challenge

And you might ask yourself what went wrong hef# course, you have shared memory
and because you are sharing all the seeges need to be passed from one core to the
others That's whythe safety critical part cannot access or does not get the access fast
enough And the second thing is the communication stactROS2. Wkave not really
looked into detailavhat was the reatause just sharedmemory, or is it part oROS2

Similar toa paper yesterdaywith virtual realitythey looked into network stack and
optimize thee. The message that | want to convey doing real time analysis based on
singer values of executidimesit is not really practical anymorgou have to really look
at the big picture, and this basically falben you integrate things

| have been workindor a long time in the worstase execution time analysis

community and now am on industrial sid. | have to say that this assumptiomhen

you do scalability analysis that you first determine one value the waseé execution

time of a task and then do a very advanced scheduling analysis or scheduling policy on
top of it, does not meet the currergetup of systems anymor&bu do have to look at
shared memory access time which you don't know how long it ta®esourse, you can
stay always inside of your theory and advanced this theory, but it does not address the
problems we have.

It is verydifficult to apply these kind of scaling techniques to a multicore platform for
autonomous drivingWhat | am interested in is approaches that can handle
uncertainties, for example witfault models and not so much about probabilistic ones,
because probaitistic modeling approaches always assume randomizati¢imnk
randomizationand determinism is not really a good mix.

Another way would be to control the interference between differeotes either in
terms of hardwareoperating system or analyatmodels or analysis techniqueés the
final research challengéwould see is the integration &P Uprocessing irtause effect
chains and thendto-end analysis.

[Rich West]

To follow on from whatlanjust said, | thought that was pretty interestiyngpu
mentioned several things that are you mentioned this ideg@ip€line processing from
sensing to sensor data processing to activataomd we've also heard people talk about
things likeROSand ROS2and the need for the underlying operating system bath

that.



Now | haverecently started working with a partner compabyakoMotors, as the chief
software architect for that companynd we're building this vehicle management
system called Bve-alas sol amgoing to tell you some of the things thatdesfrom the
perspective of the actual operating system itself underneath all of these other higher
level abstractions likROSand so forth.

CHALLENGES FROM PERSPECTIVE OF
AUTOMOTIVE SYSTEMS

Increased hardware-software complexity
+ Management of CPUs, accelerators, FPGAs + interconnects

+ Need for software-based functional consolidation

+ On-board vs remote processing
+ localization, vision/object detection, path planning, ADAS

+ Mixed-criticality (IC, VI, ADAS, Torque Vectoring, ABS)
+ Safety, security, predictability (1IS026262...)

+ SWaP including battery usage

+1/0 (sensing, actuation, interconnect)

So, first of all we're seeing a ground change in the hardware that traditionally has been
in the sphere of vehielmanagement systemi the past we've had these very basic
electronic control units and now we're going to a much more complex hardware,
software a hybrid o€CPUshardware accelerat@, FPGAsnd interconnection

networks.

And | said here that we neede of the things | think is a very important thing is how do
we do this functional consolidatiofow do we stop the growth of electronic control
units getting out of hand and actually consolidating the traditional functionality is
targeted at separate hamware on to actually a centralized platforinwill say more

about that in the moments.

And then obviously there's the tradaff between what how much you do processing on
EG a vehicle versus on the edge network in the vicinity of a veAmtethenyou've got

all your traditional challenges your mix criticality challenges you've got to manage your
vehicle, from the point of view of theserinterface to the occupants of the vehicle, the
instrument cluster the irvehiclelnfotainmentfeatures and sodrth.

Through to the more critical features that are timing sensitive, which relate to the

power train and control of the vehicle talk factoring Advanced Driver Assistance Systems
andso forth. And i've mentioned the usual safety, security predictabilitglenges size
weight and power, including battery usagmd then things such d& and | think R, we

heard Andre mentioned this before about things like time sensitive networking thing



we're going to move away from traditionednbusnetworks in vehi@s to higher
bandwidth networks, so let me just show you a couple of other slides.

THE GROWTH OF VEHICLE
ELECTRONICS

Modern luxury vehicles have 50-150 ECUs

source: Strategy Analytics, IHS Markit

Global ECU market $63.6 billion (2018)

source: grandyiewresearch.com

ADAS, HEVs and BEVs driving costs of electronics in
vehicles

HEV + BEV ECUs 3% market in 2018
+ Potential rise to 15% by 2030
+ Continental & Bosch have 28% ECU market

source: eenewsautomotive.com 2018
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If you look at a modern luxury vehicle you'll see anything from 50 to 150 electronic
control units in that vehicleThis market is growing enormoustys a 10s of bilion
dollar markets|f you look at statistics as data they predict that by 2GB@ cost of a
vehicle will be 50% based upon the electronicgplemented on that vehicle® now
we're starting to see new challenges from a software perspective, how we geahat

hardware.



HARDWARE & OS EVOLUTION

EMBEDDED MCUs EMERGING HARDWARE

8- 16— 32 bit microcontrollers 64-bit multi-’/many-core CPUs

1-3 cores, often single function GPUs (Dozens [Intel] to 1000s [CUDA] cores)
Low performance, low power Hardware Virtualization

Freescale PowerPC, Infineon TriCore,... Nvidia Drive PX2, Intel Gordon Peak, etc

Simple RTOS (OSEK, FreeRTOS, Tresos)  Hybrid RTOS + GPOS (e.g., Linux)

So | said here hardware and operating system evolution going back to traditional cars
that were not autonomous you'd have everything from eight to 32 bit microcontrollers
running at 10s to hundreds of megahertz with anything from onpdtentially three

cores These microcontrollers would all be part of separate electronic control units
distributed around the vehicle controlling everything from your chassis your body your
power train your Infotainment functionalityAnd,each ECWiill be dedicated to a
separate function typically and the low power and low performance.

And so, in vehicles that we run today you'll have simple real time operating systems
you'll haveOSEK operating system&reeRTO$ou might havelresooperating systms.

But as we go towards more complex hardware marr@RlJ$sPU$PGA and high
bandwidth sensor technologie®ve're going to have to come up with new operating
system designs that are a hybrid of traditional real time operating system type features
and more general purpose features that you'd find in systems such as.lAndxhe

reason for this is simple, we can't just rewrite all thé&8BO3$rom scratch, it will take

just many, many years to do sénd the verification and certification challengeswia

be prohibitive here, so we want to keep the art of small, but we want to integrate it with
a general purpose system.

And this is something thdtamlooking at working with my company naat Drako
Motors, we're trying to build a system that consolidatall these ECU functions a
software defined functions on a centralized platfor8ol amgoing to stop there, but
that's really all | wanted to saat this point.
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[Nan Guan]

The time goes so fast, so we are we just started, but we alr@adwplready half hour

S0 | get impression thathis is really a complex problem, so in the statements, we have
mentioned everythingl hear a lot of keywords likeeterogeneouscommunication
multicore, distributed, everything.

| would like to drive the following discussion a little timita specific questioriyou know,
we have a lot of researchers in real time community and for a lot of issues you just
mentioned, we have peopleork on those issueButit isit is difficult to directly apply

the theoreticalwork or even a bit lestheoreticalwork to practicethis isreallythe case

Will there be an “Android” for autonomous machines?
If yes, how will it look like?

* "Android"

* significant market share
* meaningful to do platform-specific research

S | wonderis there a possibility that many people can work on standard thing, for
example bday, if you sayl amworking with the operating system for mobitdones,if
you do not work on android or you cannot work on,ipsbably you still can work on
that our first year, you can create new thingsit the impact would be not as large as
working on, for example, android directly

My question is thatwhat's your opinion about will there be something like android for
autonomous machingsat least one thing that we can beneflt isreally meaningful to

do this platform specific research, so aesearch is not so fragmente8owhat's your
opinion about this.

[Shinpei Kato]

| think the answer is definitelyet me share some slides here.
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Thisis exactly whamy technical goal tanakeandroid for autonomous machines, so we
recently launchedIH, which isan EVopen platforminitiated byFoxconnl believe this

is a way to the futuref autonomous machiné/Ne can actually open up not only
software, but also hardware componenfBhereason why android is actually really
deployed in the market jyes android is open sourcbut the Community initiated by
Googlethey clearly defined theeferencedesign how android can be deployed in the
real hardware

MIH Alliance Member gathering
march 25 2021

Android vs MIH

Applications & U/UX

M Partners
B" Microsoft Quakomwm GZ DFI \nsys Ndatene. Autoliv

CATL FUKUTA® SAMSUNG aWs & % ers

EV Service Layer / Middleware

Automotive Grade RTOS MicroKernel
Hardware Stack / EV HAL / EEA

If we consider similamarket, so this is a very interesting activity for my carrier today
actually so to build the same ecosysteaswhat android has a lot, but we can make it



for an electrical vehicles or market, so | believe that the answer is yes, and | believe that
it should look like thisNow the challenge is tbuild an ecosystem or Commuyiso

that's the most challenging part actually is not a technical perspecdvéor me the
challenge is how we can make tr@mmunity, so Linux is a Community android is a
Community how we can make this as a Communitysis my current understandinigp

the challenge in the real world to make and drive for autonomous machines, we need a
community.

[Rich West]

So let me just share something else, so we halde@obile paper on exactly this and
the company that amworking withhas a group out ifrinland that's basically been
building an instrument cluster and-wehicleIinfotainmentsystem for the vehicle that
we're developing and we started out using android integrating android as a guest
operating system.



